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| **DevOps Platform Phase 1 Executive Overview** |  |
| DevOps platform for phase 1 will focus on delivering the foundational services and minimal feature set related to Integrated Tool Chain Framework and Tool Chain Analytics. The FeatureSets are categorized into 4 sections – each being developed in parallel for the initial product version to be ready within 4 – 5 months. The business usecase delivered would allow for clients / consumers to adopt the Integrated Framework for free while there would be a subscription model for the Analytics. Below is a summary of the 2 Epics to be delivered.  **· INTEGRATED FRAMEWORK BUNDLE – OPEN SOURCE UI TEMPLATE MANAGER TO CONSTRUCT A CONTAINERIZED TOOL CHAIN ON CLOUD/PRIVATE CLOUD WITH BUILT-IN ACCELERATORS**  **· ANALYTICS – PLUGIN-COLLECTORS FOR SELECTED DEVOPS TOOL CHAIN TO COLLECT ACTIVITY ELEMENTS AND STORE INTO ELK / PORMETHEUS TO BE RENDERED TO UI DASHBOARD**  We would recommend going with the greenfield approach – having the integrated framework bundle deployed allowing for collection of data in a structured manner (does not require data pre-processing / cleanup) to be displayed in web-based portal. We can provide the option to adopt either product feature (IFB, Analytics) – but the analytics collectors would require us to gather more data points to construct intelligence in analyzing the dataset and identify meaningful information. | |
| **Feature Set Detail Summary** | |
| Foundational services to be installed, configured and setup as part of the platform feature set.  **· CREATE ELK STACK FOR LOG AGGREGATION AND ANALYTICS – CENTRALIZED LOG AGGREGGATION TO BE LEVERAGED FOR STRUCTURED DATA.**  **· CONFIGURE ELASTIC FILEBEAT ON JENKINS SERVER TO PUSH LOGS TO ELK – INSTALLATION AND CONFIGURATION OF MONITORING JENKIN SERVER LOGS, COLLECTING THE LOG EVENTS AND INGESTION TO ELK STACK FOR INDEXING.**  **· CONFIGURE JENKINS STATISTICS ANALYZER TO FORWARD TO ELK – ENABLE JENKINS PLUGIN TO CALCULATE BUILD METRICS RELATED TO STANDARD DEVIATION OF BUILD TIMES, MEAN TIME TO FAILURE, MEAN TIME TO RECOVERY – TO BE INGESTED TO ELK STACK FOR INDEXING.**  **· CONFIGURE KIBANA FOR INITIAL DASHBOARDS AND ALERTS – CONFIGURE AND SETUP KIBANA DASHBOARDS FOR COLLECTION OF DATA POINT VISUALIZATION.**  **· CREATE PROMETHEUS AND GRAFANA STACK FOR METRICS DATA – SETUP AND CONFIGURE PROMETHUES AND GRAFANA STACK FOR METRICS COLLECTION DATA FOR JIRA / GIT AND DISPLAY IN TIME-SERIES PRESENTATION.**  **· CONFIGURE JENKINS PROMETHEUS PLUGIN TO SHIP BUILD METRICS TO PROMETHEUS – INSALLATION AND CONFIGURE PROMETHEUS PLUGIN TO EXPOSE ENDPOINT (JENKINS) WITH METRICS TO BE SCRAPED.**  **· CONFIGURE GRAFANA WITH INITIAL DASHBOARDS AND ALERTS – SETUP OF GRAFANA FOR TIME-SERIES DATA FOR INFRASTRUCTURE AND APPLICATION ANALYTICS.**  **· CONFIGURE APPLICATION NODES TO SEND APPLICATION LOGS TO ELK – CONFIGURATION OF APPLICATION NODES TO PULL APPLICATION NODE LOGS TO ELK STACK.**  **· CONFIGURE APPLICATION NODES TO SEND HEALTH AND PERFORMANCE METRICS TO PROMETHEUS – CONFIGURATION OF APPLICATION NODES TO PULL METRICS AND SEND TO PROMETHEUS.** | Platform Development |
| Tool chain selection and built-in accelerators constructed with structured / clean data flows to be available as open-source download.  **· DEFINE DEVOPS CLUSTER FROM CATALOG OF SUPPORTED TOOLS – REST SERVICE PROVIDE SELECTION OF TOOL BASED ON SERVICE CATALOG TO BE CONSTRUCTED AS DESIRED TOOLCHAIN. TOOL CHAIN WILL BE CONSTRUCTED BASED ON CONTAINER / PRODUCT VERSIONS AVAILABLE ON DOCKERHUB.**  **· SERVICE TO AUTOMATICALLY PROVISION DEFINED CLUSTER IN CLOUD (AWS) WITH ONE CLICK – REST SERVICE TO CONSTRUCT THE ANSIBLE / CLOUDFORMATION SCRIPTS TO BE EXECUTED ON CLOUD INSTANCE TO BUILD OUT FOUNDATIONAL SERVICES (EC2, SECURITY GROUPS, ROUTE53, DOCKER ENGINE, DOCKER NETWORK, SWARM) ON TARGET ENVIRONMENT.**  **· SERVICE TO AUTOMATICALLY PROVISION DEFINED CLUSTER IN PRIVATE CLOUD - REST SERVICE TO CONSTRUCT THE ANSIBLE SCRIPTS TO BE EXECUTED ON PRIVATE CLOUD INSTANCE TO BUILD OUT FOUNDATIONAL SERVICES (DOCKER ENGINE, DOCKER NETWORK, SWARM) ON TARGET ENVIRONMENT.**  **· SERVICE TO CONFIGURE APPLICATION LINKS FOR SEAMLESS INTEGRATION BETWEEN TOOLS – REST SERVICE TO LINK TOOL SET ACROSS THE TOOL CHAIN.**  **· SERVICE TO INHERIT JIRA WORKFLOWS, JENKINS PIPELINE DEFINITIONS – REST SERVICE TO DOWNLOAD WORKFLOWS / GLOBAL LIBRARIES FOR GENERATING CATALOG OF SERVICES THAT CAN BE SELECTED FOR CUSTOMIZED DELIVERY MODEL.**  **· CONFIGURE TOOLS MONITORING AND METRICS GATHERING – REST SERVICE TO INITIALIZE HEALTH CHECKS, MONITORING AND METRIC GATHERING OF INFRASTRUCTURE / CONTAINER COMPONENTS.**  **· SERVICE TO CONFIGURE ELASTIC CONTAINERIZED BUILD AGENTS – PRE-DEFINED BUILD DEFINITION TEMPLATES TO CONSTRUCT ON-DEMAND BUILD SLAVES OPTIMIZING RESOURCE UTILIZATION AND CONSISTENT EXECUTION MODEL.**  **· SERVICE TO SUPPORT CONTAINERIZED APPLICATION DEPLOYMENTS – ANALYZER TO DETERMINE AND CONSTRUCT DOCKERFILE FOR CONTAINER-BASED APPLICATION TYPES TO GENERATE AND MANAGE DOCKER IMAGES.**  **· SERVICE TO ENABLE AUTOMATED VERSION MANAGEMENT – UI AND BACKEND SERVICE TO PARSE POM.XML TO DETERMINE DEPENDENCY MANAGEMENT, APPLY HANDS-FREE ARTIFACT VERSION UPDATES BASED ON ADOPTED BRANCHING MODEL.** | Integrated Tool Chain Framework |
| Analytics feature set is focused on building the collectors for the top 5 tools that make up the tool chain. In the initial phase – we are focused on Git, Jenkins, Jira, SonarQube and Artifactory. The below data points will be collected and analyzed to be displayed in the UI/UX.  **· ANALYTICS ON GIT – BRANCHING, PULL REQUESTS, MERGES, LEAD TIMES BETWEEN APPROVALS, FILE / LINE CHANGES & FREQUENCY, COMMON ERRORS TRENDS**  **· ANALYTICS ON JENKINS – UTILIZING JENKINSFILE, STAGE DEFINITIONS / STANDARDIZATION, INHERITING WORKFLOWS, CODECOVERAGE, COMMON ERROR TRENDS, BUILD DURATION, QUEUE TIMES**  **· ANALYTICS ON SONARQUBE – TECHNICAL DEBT, CODE SMELLS, TECH STACK, SLOC COUNTS, COVERAGE, CHANGE FREQUENCY, QUALITY GATES (PASS / FAIL RATES), COMMON ERROR TRENDS**  **· ANALYTICS ON ARITFACT REPOSITORIES – VULNERABILITY METRICS, FREQUENCY OF CHANGE, SIZE INCREASE, COMPLIANCE CHECKS REFERENCE TO AGING ARTIFACTS, 3RD PARTY ARTIFACT VERSIONS FREQUENCY, RELEASE / SNAPSHOT ARTIFACT**  **· ANALYTICS ON JIRA – SPRINT DURATION, CHANGE IN STORY ESTIMATES, SPILL OVER STORIES, NUMBER OF BUGS, CODE QUALITY TRENDS (#OF BUGS, ISSUE AGING, FOUNDINPHASE), SCOPE CREEP, WORKFLOW SCHEMAS, UTILIZATION OF JIRA COMPONENTS, DURATION BETWEEN STATES, ANTI-PATTERNS IN WORKFLOWS, FIXVERSION UTILIZATION, FIELD UTILIZATION** | Analytics Framework |
| The feature set for the presentation layer is focused on a responsive web page – leveraging Node.js. Key features deliverables are focused on constructing the tool chain, deployment of tool chain to public/private cloud, acceleartors configuration, identify / access management portal, rule engine configuration and real time analytics for 3 focus areas (time to market, engineering quality, and developer productivity)  **· UI CONFIGURING TOOL CHAIN TEMPLATE – UI FOR TOOL SELECTION AND PRODUCT VERSIONS TO BE CONSTRUCTED**  **· UI DEPLOY TO CLOUD – UI FLOW FOR PROVIDING END-POINTS AND CREDENTIALS TO CONFIGURE AND DEPLOY TO TARGET ENVIRONMENT.**  **· UI ARTIFACT DASHBOARD – UI DASHBOARD TO CONFIGURE AND UPDATE ARTIFACT VERSIONS AND APPLY CHANGES PER PROJECT/WORKSPACE**  **· UI ANALYTICS DASHBOARD – UI VIEW OF 3 FLOWS (PRODUCT DELIVERY & QUALITY, ENGINEERING PRODUCTIVITY, AND OPERATIONAL / SYSTEM METRICS)**  **· UI ACCESS MANAGEMENT – UI TO MANAGE USER / GROUP PRIVELAGE TO ACCESS PORTAL AND PRIVELAGED TASKS**  **· UI RULE CONFIGURATION DASHBOARD – UI TO CONFIGURE RULES TO FILTER RESULSET AND RENDER OUTPUT TO ANALYTICS DASHBOARD** | UI / UX |
| **Engineering Team Structure** | |
| The goal is focused on building a scrum team of 10 (co-located across US, Uraguay, and India) – initially can be run by Dean for a few months then we can hand-off to potential new hire (Eyo) who we would like to bring on board. Ideally – we’d like to get engineerings with mid-level experience who are highly motiviated and can pick up new concepts / technologies and work against aggressive timelines. Myself and Dean will still be involved throughout the product lifecycle – playing the role of the technical product owners.  **(2) UI DEVELOPERS**  **SKILL SET – STRONG JAVASCRIPT SKILLS INCLUDING ES6+, EXPERIENCE WITH REACT+REDUX**  **YEARS OF EXPERIENCE – 5+ YEARS UI DEVELOPMENT EXPERIENCE**  **TECH STACK UTILIZED – REACTJS**  **(3) DEVOPS ENGINEERS**  **SKILL SET – EXPERIENCED WITH ADMINISTERING AND CONFIGURING DEVOPS TOOLS (JIRA, BITBUCKET, JENKINS, SONARQUBE, OPENSHIFT, NEXUS, ARTIFACTORY, ETC), STRONG BASH SCRIPTING SKILLS, STRONG EXPERIENCE WITH ANSIBLE, EXPERIENCE WITH PYTHON, EXPERIENCE WITH WORKING WITH DIFFERENT DEVOPS TOOLS REST APIS, EXPERIENCE WITH DOCKER, EXPERIENCE WITH CLOUD (AWS, GCP, AND/OR AZURE), EXPERIENCE WITH ELK AND PROMETHEUS/GRAFANA.**  **YEARS OF EXPERIENCE – 5+ YEARS DEVOPS EXPERIENCE**  **TECH STACK UTILIZED – ANSIBLE, PYTHON, VARIOUS DEVOPS TOOLS, DOCKER, OPENSHIFT, AWS**  **(4) BACK END DEVELOPERS**  **SKILL SET – STRONG PYTHON SKILLS, EXPERIENCE WITH CREATING REST APIS, MACHINE LEARNING, SERVERLESS DEVELOPMENT EXPERIENCE PREFERRED**  **YEARS OF EXPERIENCE – 5+ YEARS PYTHON DEVELOPMENT EXPERIENCE**  **TECH STACK UTILIZED – PYTHON, SERVERLESS, REST API** | |
| **Product Delivery Timeline** | |
| The product feature cycle will be built to support monthly releases (2 week sprints) – driving incremental feature delivery available for review/feedback. We would ramp up the team one month prior to get them setup and trained on the product roadmap, development practices and incorporate them into the scrum team.  **MONTH 1**  **RELEASE SUMMARY – DELIVER THE BUILDING BLOCKS FOR THE INTEGRATED TOOL CHAIN FRAMEWORK, CREATION OF UI FOR CONFIGURATION TOOL CHAIN AND DEPLOYING TEMPLATE TO CLOUD TYPE. END OF MONTH – WE SHOULD HAVE A PORTAL TO ENABLE USER TO CONSTRUCT THEIR TOOL CHAIN AND PROVISION CLUSTER ON AWS CLOUD.**  **RESOURCE COUNT - 1 UI, 1 DEVOP, 2 BACKEND**  **· DEFINE DEVOPS CLUSTER FROM CATALOG OF SUPPORTED TOOLS**  **· UI CONFIGURING TOOL CHAIN TEMPLATE**  **· SERVICE TO AUTOMATICALLY PROVISION DEFINED CLUSTER IN CLOUD (AWS) WITH ONE CLICK**  **· UI DEPLOY TO CLOUD**  **· SERVICE TO CONFIGURE APPLICATION LINKS FOR SEAMLESS INTEGRATION BETWEEN**  **MONTH 2**  **RELEASE SUMMARY - DEVELOP ACCELERATORS FOR INTEGRATED FRAMEWORK TO ALLOW FOR STRUCTURED PRACTICES AND DATA SET OUTPUTS, CREATION OF ANALYTICS FOR SOURCE CODE MANAGEMENT. END OF MONTH – WE WOULD HAVE COMPLETED THE PLUMMING FOR LOG AGGREGATION AND METRICS GATHERING FOR GIT ACTIVITIES.**  **RESOURCE COUNT - 1 UI, 2 DEVOP, 3 BACKEND**  **· SERVICE TO AUTOMATICALLY PROVISION DEFINED CLUSTER IN PRIVATE CLOUD**  **· SERVICE TO INHERIT JIRA WORKFLOWS, JENKINS PIPELINE DEFINITIONS**  **· CONFIGURE TOOLS MONITORING AND METRICS GATHERING**  **· SERVICE TO CONFIGURE ELASTIC CONTAINERIZED BUILD AGENTS**  **· SERVICE TO ENABLE AUTOMATED VERSION MANAGEMENT**  **· CREATE ELK STACK FOR LOG AGGREGATION AND ANALYTICS**  **· CREATE PROMETHEUS AND GRAFANA STACK FOR METRICS DATA**  **· ANALYTICS ON GIT**  **MONTH 3**  **RELEASE SUMMARY – DATA COLLECTOR INTEGRATION, DATA ANALYTICS CAPABILITIES FOR JIRA / JENKINS AND INGESTION OF DATA TO ELK / PROMETHEUS. AT THIS POINT – WE WOULD BE ABLE TO GENERATE DATA POINTS FROM GIT, JENKINS, AND JIRA AND PUBLISH THE ANALYTICS TO GRAFANA / KIBANA.**  **RESOURCE COUNT - 2 UI, 3 DEVOP, 4 BACKEND**  **· CONFIGURE ELASTIC FILEBEAT ON JENKINS SERVER TO PUSH LOGS TO ELK**  **· CONFIGURE JENKINS STATISTICS ANALYZER TO FORWARD TO ELK**  **· CONFIGURE JENKINS PROMETHEUS PLUGIN TO SHIP BUILD METRICS TO PROMETHEUS**  **· CONFIGURE KIBANA FOR INITIAL DASHBOARDS AND ALERTS**  **· CONFIGURE GRAFANA WITH INITIAL DASHBOARDS AND ALERTS**  **· ANALYTICS ON JIRA**  **· ANALYTICS ON JENKINS**  **MONTH 4**  **RELEASE SUMMARY – LOG AGGREGATION OF HEALTH CHECKS ON APPLICATION / SYSTEM, COMPLETE ANALYTICS FOR SONARQUBE AND COMPLETE ACCESS MANAGEMENT OF UI PORTAL FOR NORMAL / PRIVELAGED USERS.**  **RESOURCE COUNT - 2 UI, 3 DEVOP, 4 BACKEND**  **· CONFIGURE APPLICATION NODES TO SEND APPLICATION LOGS TO ELK**  **· CONFIGURE APPLICATION NODES TO SEND HEALTH AND PERFORMANCE METRICS TO PROMETHEUS**  **· UI ACCESS MANAGEMENT**  **· SERVICE TO SUPPORT CONTAINERIZED APPLICATION DEPLOYMENTS**  **· ANALYTICS ON SONARQUBE**  **MONTH 5**  **RELEASE SUMMARY – COMPLETE ANALYTICS FOR ARTIFACT REPOSITORIES, DEVELOPMENT OF UI/UX FOR ANALYTICS DASHBOARD, ARTIFACT MANAGEMENT DASHBOARD, AND SELF-SERVICE RULE CONFIGURATION DASHBOARD. THIS WOULD CONCLUE PHASE 1 – WITH A COMPREHENSIVE UI PORTAL TO MANAGE ONBOARDING, CONFIGURATION AND REAL-TIME METRICS / LOG ANALYSIS BASED ON THE 3 FOCUS AREAS.**  **RESOURCE COUNT - 2 UI, 3 DEVOP, 4 BACKEND**  **· ANALYTICS ON ARTIFACT REPOSITORIES**  **· UI ANALYTICS DASHBOARD**  **· UI ARTIFACT DASHBOARD**  **· UI RULE CONFIGURATION DASHBOARD** | |